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CURRENT AFFILIATION

I am a postdoctoral research associate in the School of Data Science at the University of Virginia.

RESEARCH INTERESTS

I specialize in information retrieval (IR) and natural language processing (NLP), with a focus on large
language models (LLMs). My research aims to enhance LLM transparency through explainable AI,
ensuring fairness and accountability in their applications.

EDUCATION

University of Massachusetts Amherst, USA Sep 2017 - May 2024
Ph.D. in Computer Science M.S. in Computer Science

Pohang University of Science and Technology (POSTECH), Korea March 2010 - June 2017
B.S. in Computer Science & Engineering
Graduated with Summa Cum Laude

RESEARCH PROJECTS

Explaining neural textual matching models

• Natural Language Inference (NLI)

– Extracted rationales for NLI tasks by predicting tokens that are either contradictory or en-
tailed by the other in a given text pair. (TOIS 2020)

– Proposed a model with limited attention to explain potentially contradictory claims from
biomedical articles, providing logical rationales for claim pairs. (Findings of ACL: EMNLP
2023)

• Document Ranking (Query-Document Relevance)

– Developed a method to identify the most relevant segments in a document for adhoc retrieval
tasks when only document-level labels are available, demonstrating that training with selected
relevant segments can improve performance. (CIKM 2021)

– Investigated the mechanism behind query-document relevance scoring functions, focusing on
identifying alignment rationales on tokens from queries and documents. (SIGIR 2022)

– Constructed a global explanation for query-document relevance by building a relevance the-
saurus containing relevant query-term and document-term pairs.

Controversy detection

• I proposed an unsupervised method to detect and explain the controversial topics and articles with
controversial topics. (ECIR 2019 - Best Short Paper)
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ACADEMIC CONTRIBUTIONS

Conference Reviewer 2019 - 2023

NAACL 2019, ICTIR 2021, SIGIR 2022, ACL 2023, EMNLP 2023

INDUSTRY EXPERIENCE

Facebook June 2021 - Sept 2021
Machine Learning research intern Seattle, WA, USA (*remote)

· Addressed Signal Loss in Privacy-Preserving Machine Learning.

· Implemented budget allocations for ML training to mitigate signal loss. Utilized reinforcement learning
and blackbox optimization techniques to enhance data privacy and training efficiency

CodaMetrix May 2020 - Aug 2020
Machine Learning research intern Boston, MA, USA (*remote)

· Automatic classification of diagnosis codes (ICD) for medical records

· Training and evaluation with noisy data

Mirageworks April 2012 - May 2015
Software Engineer Seoul, Korea



· Developed security solutions aimed at businesses to prevent data leakage.


